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Abstract 
The purpose of this review is to advance the 
application of causal inference strategies to service-
learning and community engagement and offers 
recommendations for both practitioners and 
researchers. The review offers an introduction to 
various techniques for yielding causal conclusions 
and discusses an example of the technique from the 
literature. The conclusion offers recommendations 
for pursuing causal inference and improving 
research designs related to service-learning and 
community engagement. 
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El papel del diseño para el análisis 
causal en la investigación sobre la 
participación comunitaria 
Reseña y recomendaciones 

Thomas A. Dahan 

Resumen 
El propósito de esta revisión es ofrecer 
recomendaciones para profesionales e investigadores 
en cómo mejorar la aplicación de estrategias de 
inferencia causal en el aprendizaje y servicio y otras 
formas de participación comunitaria. Esta revisión 
ofrece una introducción de varias técnicas para llegar 
a conclusiones causales y además analiza un ejemplo 
de la técnica en la literatura existente. Se incluyen 
recomendaciones para buscar inferencias causales y 
mejorar los diseños de investigación relacionados con 
el aprendizaje y servicio y otras formas de 
participación comunitaria. 
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The credibility revolution in econometrics has generated strategies for research designs that have 
explored a variety of topics and strongly influenced policy decisions related to education and society 
(Angrist & Pischke, 2010). However, research on service-learning and community engagement (SLCE) 
less frequently applies methods that yield causal conclusions about the research whether focused on 
students, practitioners, or communities. Traditional causal designs rely heavily on experimental methods 
featuring randomization to assignment, which are rare in service-learning research (Steinberg et al., 
2013). However, experimental methods are not the only designs that yield causal interpretations. This 
review focuses on contributions to research that employ a variety of causal inference strategies from the 
econometric tradition for research on service-learning and community engagement between 2005 and 
2023. 

For this review, I define SLCE as an educational approach that purposively engages diverse agents and 
institutions in collaborative partnership to address needs identified by and with community members (who 
are themselves agents in these relationships). This definition is inclusive of K-12, higher education, and 
non-formal practices of SLCE, but I acknowledge many of the examples drawn within are applications 
within higher education or are studies of higher education institutions and/or their SLCE work. Although 
the approaches of service-learning and community engagement are conceptually distinct, the research 
methods explored in this review can be applied to both. 
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This paper is organized as follows: I begin with a positionality statement to offer readers a reflexive 
account of my motivations and perspectives regarding this review. Then, I introduce the epistemological 
foundations of causal inference and discuss the role of two paragons of research design who deeply 
influence this topic. Next, I present a review of research that uses traditional experimental methods to 
achieve causal conclusions, introduce emerging econometric methods, and provide examples of their 
application to the field of research on community engagement. I conclude with recommendations to provide 
a path for future researchers who are designing research on community engagement. Finally, in addition to 
this review, I include an Appendix containing a glossary of terms used in this review and others germane 
to the topic to aid readers with the complicated language of econometrics and design for causal inference. 

Causal Inference: Epistemology and Designs 

Author’s Positionality Statement 
The positionality statement is a researcher’s tool for identifying the assumptions and predispositions of the 
researcher in advance of engaging in the research process (Jamieson et al., 2023). The reflexivity of the 
positionality statement is at the core of the social constructivist, qualitative paradigm, but is increasingly 
incorporated into quantitative research. For myself, I wish to engage in reflective practice in regard to this 
work and open this section with a discussion of my own principles. 

In the section following this statement, I only briefly discuss the problematic epistemic foundations of 
causal inference. I acknowledge that embedded in the belief in causality relationships is a predisposition to 
objectivity and reliability, divorcing the researcher from the contexts where community engagement work 
takes place and presupposes that students or communities want to be engaged in activities that involve 
manipulations to test for causal implications. Part of the motivation for this paper is to highlight potential 
methods that use observational data to draw conclusions that can be causal in nature without the baggage 
of experimentation often associated with the supposed “gold standard” of research design (Scriven, 2008). 

In addition, I am motivated by the discussion of the need for research on and for equity in access, 
participation, and outcomes from SLCE. I advance the arguments of this paper with humility, 
acknowledging that not all practices in SLCE research can or should apply a causal inference framework. 
In particular, the critical work of advancing equity may favor other intersubjective and emancipatory 
methods that are difficult to reconcile with the quantitative approach to research methods. Discussion of 
equity outcomes and processes are often clouded in language regarding “heterogeneity of treatment effects” 
when explored and discussed with econometric methods. 

I must also acknowledge that there are other causal inference frameworks I omitted from this review, 
such as Maxwell’s (2012) approach to causal inference with qualitative research. Despite my own 
limitations in discussing qualitative approaches to causal inference, I also strive to make space for 
quantitative researchers in SLCE to advance the quality of research designs proposed and pursued when 
studying the practices of engagement. While I am interested in causal analysis, I also largely omit the path 
analysis tradition of structural equation modeling of causal inference from this review (Blalock, 2018). In 
particular, I want to introduce readers to a specific set of econometric techniques that may be applied to 
SLCE research. 

Epistemological Foundations for Causal Inference 
The epistemic foundation of causal inference is in David Hume’s (orig. 1739, 2007) A Treatise of Human 
Nature, which is largely seen as an argument for empiricism, originally published in the 18th century. By 
the 19th and 20th centuries, these ideas served as the basis for a philosophy of science called positivism. 
The positivists believed that the only meaningful assertions were those that could be verified through 
scientific observations (Hempel, 1950). 

By the middle of the 20th century, a number of philosophical movements set out to critique and reshape 
positivism. The qualitative/interpretivist paradigm of research emerged and critiqued the reductionism of 
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the positivist movement (Denzin, 2008). Critical rationalism emerged as a reaction to and solution to the 
verificationism of positivist thinking (Popper, 1979). Critical theorists and post-modernist critiques of 
society and its structure also introduced new perspectives to and understanding of the social world, further 
complicating the philosophies of positivism (Mitchell & Rost-Banik, 2017). 

The core philosophy of causal inference remained intact despite the epistemic criticisms of the positivist 
paradigm with which it is largely associated. Causal inference remains a philosophical proposition, 
regardless of the research methods applied to uncover the conclusions. For example, Cook and Campbell 
argue in their well-regarded methods text, that their approach is “derived from Mill’s inductivist canons, a 
modified version of Popper’s falsificationism, and a functionalist analysis of why cause is important in 
human affairs” (1979, as cited in Shadish, 2010). The approach of Campbell is intrinsically tied with the 
concepts of internal and external validity, with the internal validity of treatments being among the most 
important aspects of causal conclusions. 

Other philosophies of causal inference take a counterfactual approach to causality. Much of the 
emergent work in causal inference builds from the counterfactual philosophy of causation, often associated 
with Donald Rubin (Imbens & Rubin, 2010). In this approach, the treatment condition and its counterfactual 
are estimated by observing outcomes from groups of individuals, with average differences between the 
treated and counterfactual interpreted as the average treatment effect on the treated. In this formulation, 
researchers accept limitations in their ability to argue an externally valid and generalizable treatment effect 
but argue the strength of their designs to develop internally valid conclusions that are observable in real-
world settings increases the plausibility of the findings in settings beyond the research setting in which the 
finding is obtained. 

Traditional Causal Inference Strategies Applied to Community Engagement 
Three key assumptions must be tenable to interpret any research results to be causal: ignorable treatment 
assignment, exclusive potential outcomes, and monotonicity. These terms (and others) are each defined in 
the accompanying Appendix glossary of terms. Traditional causal designs rely heavily on experimental 
methods featuring randomization to assignment, which are rare in service-learning research (Steinberg et 
al., 2013). Randomization, when successful, enables results to be interpreted as causal because differences 
between treated and control groups are purely chance (which is the definition of ignorable treatment 
assignment). After the treatment is applied, the differences in the groups can be attributed to the treatment, 
as long as we can assume the treatment outcomes are exclusive to the group assigned to treatment and no 
one purposely defied their assignment to the treatment or control (i.e., monotonicity). This tradition of 
causal inference draws heavily from the Cook and Campbell tradition (Shadish, 2010). 

The seminal work by Markus et al. (1993) was notable in the early research on service-learning because 
of its use of a strong quasi-experimental design including “blind assignment” to treatments. Osborne et al. 
(1998) replicated the approach. More recently, Brown (2011) compared social dominance outcomes among 
students randomly assigned to be engaged in service-learning and those who were assigned research on out-
groups that are often the focus of service-learning activities. Pong and Lam (2023) used experimental 
random assignment to examine service-learning’s effects on emotional intelligence quotient. 

Randomization does not need to occur at the individual level for causal inference. Designs where the 
unit of analysis is at an aggregate unit such as classroom, university, or school district are commonly applied 
to overcome the potential for the treated and untreated units to interact with each other, which contaminates 
the treatment-control contrast (Murnane & Willett, 2010). This contrast is alternatively referred to as the 
“stable unit treatment value assumption,” which is necessary for propensity score methods to be 
implemented (Guo & Fraser, 2014; Hernan & Robins, 2020). Because this assumption is so critical to 
successful randomized experiments, it is often a reason these techniques are difficult to implement in 
practice. But even in instances where randomized experiments have issues, the use of instrumental variables 
(discussed below) can recover the causal effects (Murnane & Willett, 2010). 

While experimental design continues to be the gold standard to produce both internally and externally 
valid causal inference, it remains difficult to justify or scale randomized trials using community-engaged 
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methods. First, the use of randomization in community settings may be impractical when the engagement 
is designed to be intentional, reciprocal, and lasting (Goodkind et al., 2017). Potential ethical concerns 
regarding the practices of “helicopter researchers” who enter communities with the interest of extracting 
research data and leaving the community without providing direct or indirect benefit from their knowledge 
creation are associated with the legacy of positivist research (Danley et al., 2022). Other existing critiques 
of quantitative methods applied to SLCE research are also worthy of acknowledgment regarding the general 
inadequacy of these methods to describe the complexity of phenomena of SLCE experiences (Jones & 
Foste, 2016; Shumer, 2000). 

While this paper does not attempt to reconcile most issues related to quantitative methods in SLCE 
research, I will try to address the particular challenges related to randomized designs by introducing a set 
of alternative methods that yield potentially causal conclusions without randomization of assignment. 
Fortunately, there are other quasi-experimental methods that can yield defensible conclusions about causal 
effects that may be more effective or practical in applied community engagement settings than the 
randomized field experiment. 

Commonly Applied Methods for Non-Experimental Data 

Many researchers use multiple regression techniques to estimate the average treatment effect. For example, 
29 articles in the Michigan Journal of Community Service Learning applied regression methods to estimate 
impacts. This technique is flexible (meaning it can be applied to a variety of outcome measures) and taught 
in many graduate programs. 

Multiple regression techniques impose assumptions about how data are generated even when the 
assumptions are untenable by modeling the data as the association between the observed covariates in the 
model and the outcome, relegating the unexplained variation to its residual error. Using regression to 
identify causal effects embeds the assumptions by “holding constant” differences on covariates, enabling 
the association between a treatment indicator and the outcome to be interpreted as the average effect of the 
treatment (Morgan & Winship, 2015). 

Two issues with this approach exist. First, suppose the values of the observed covariates in the total 
sample are different between the treated group and the untreated group. In that case, the regression 
technique ignores these systematic differences and estimates potentially extrapolated values that are not 
observed. Even worse, if an unobserved variable associated with the outcome and any covariate in the 
model is left out, it will create an association between the residual error and the treatment of interest, 
resulting in an omitted variable bias in an unknown direction. For example, Bowman et al. (2015) explore 
the longitudinal civic outcomes of college student involvement, offering a comparison of a multilevel 
regression model against a propensity score approach. The estimates for the regression techniques 
overestimate the effects by between 10 and 100 percent, seriously undermining the credibility of the 
regression-based estimator. 

Many authors justifiably report this second potential omitted variable bias as simply a limitation of their 
research, acknowledging that it is virtually impossible to control all unobserved variables or relying on the 
argument that the regression demonstrates only association and not causation (Blalock, 2018). This 
conclusion is true but does not need to limit the ability to produce accurate and defensible conclusions about 
research results. It is this very problem that generated the credibility revolution in the first place (Angrist 
& Pischke, 2010; Leamer, 1983). The remainder of this paper advocates designs that enable the three key 
assumptions introduced above to be intentionally imposed by design, yielding results that improve upon 
multiple regression methods. 

Emerging Causal Inference Strategies for Research on Community Engagement 
Experimental methods are not the only designs that yield causal interpretations and multiple regression 
techniques can be improved upon because “you cannot fix by analysis what you bungled by design” (Light 
et al., 2009). Many emerging techniques for causal inference draw upon the epistemic foundations of the 
Rubin causal model applying counterfactual logic. 
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For example, natural experiments can offer “as good as random” assignment to treatment conditions. 
A variety of methods such as fixed effects longitudinal designs (Dahan, 2020) and difference in differences 
(Walcott et al., 2018) can be applied to natural experiments to yield defensible causal interpretations. 
Beyond the natural experiment, an increasingly popular method of estimating causal effects in service-
learning research is through the propensity score analysis approach. Exemplars include Song et al. (2017); 
Maruyama et al. (2018); Soria et al. (2019); Schulzetenberg et al. (2020). Other methods that can generate 
causal conclusion include instrumental variables/fuzzy regression discontinuity design for the complier’s 
average causal effect (Mo et al., 2022) and the synthetic control method (Pearl et al., 2013). 

Fixed Effects and Difference in Differences 

Conceptually, fixed effects and difference in differences make use of observations of individual units over 
time to estimate the causal relationship between a predictor and an outcome variable. The design regresses 
the time-demeaned outcome and predictor variables, which removes all time invariant heterogeneity (both 
observed and unobserved) that may take the form of a left-out variable bias. The remaining variation 
between the outcome and predictor can be understood to be a plausibly causal relationship between the two 
variables if we can assume the following: (1) the relationship between the predictor and the residual error 
is random (there are no other unobserved time-varying relationships confounding the predictor); (2) there 
is sufficient variation in the predictor relationship such that it is not collinear with itself across time 
(otherwise the observation would drop from the equation as part of the fixed effect). 

An example of fixed effects in the SLCE literature is Dahan’s (2020) study of the influence of the Learn 
and Serve America policy on community-level social capital outcomes. Social capital is an important 
mechanism to address problems of public concern and is theoretically linked to the practice of service-
learning and community engagement. Dahan collected indicators of social capital over time for 
communities across the United States and sought to link the changes in these indicators to the growth of the 
Campus Compact and the subsequent reduction in its size after the federal government removed support 
for Learn and Serve America in 2011. By using the sharp discontinuity of the defunding as a natural 
experiment that indicates the changes between the period of growth and decline of the compact, he 
demonstrated that the policy had small but measurable effects equivalent to about half of a standard 
deviation of within-community changes in social capital (a moderate effect size for an outcome variable 
with fairly limited variation within places across time). 

The treatment effect of interest in the fixed effects and difference-in-difference design is the average 
treatment effect on the treated (ATT). In contrast to true experimental designs, which estimate the average 
treatment effect (ATE) that is generalizable, the ATT is limited to the effect of the treatment on the units 
where the treatment status changes (the observations, where treatments are always present or no treatment 
is present, in any period drop from the equation as part of the fixed effect). While the outcome is based on 
the counterfactual outcomes of the units when they are untreated, we cannot claim that the ATT would have 
a valid causal impact for the always treated or untreated units, only for the units where treatment status 
changes. 

With this delimitation, the design can be applied in situations where changes (such as curricular 
changes) are made somewhat abruptly, changing one group’s treatment status from untreated to treated (or 
vice versa). Other variations on the design may select a treatment group and a similar control group, 
examining differences over time across the conditions. This version of the difference in difference design 
was applied by Walcott et al. (2018). However, in this case, the assumption of ignorable treatment 
assignment is replaced as an assumption of parallel trends. We assume that there is a parallel trend in 
outcomes in both the treated and untreated groups before the treatment and it would otherwise continue in 
the absence of treatment. 

While fixed effects often observe clusters of units across time, it is not exclusive to longitudinal studies. 
For example, other researchers have used fixed effects frameworks for twin studies (Oskarsson et al., 2017; 
Weinschenk et al., 2021), in which the cluster unit is the familial unit. Other studies, leverage clustering of 
students into different classes such as Figlio et al.’s (2015), use of fixed effects to examine the effects of 



6 | International Journal of Research on Service-Learning and Community Engagement 
 
 
tenure-track professors on student learning. Such a design could be implemented to examine service-
learning outcomes. 

Fixed effects regression methods have been used in at least five studies of SLCE, including 
dissertations. In addition, at least five other studies take a difference-in-differences approach to analysis 
and use this terminology to describe the analysis. Others apply difference in differences but refer to their 
work as a pre-post design with nonequivalent control groups, but most do not formally discuss the parallel 
trends assumption that makes it possible to interpret the results with causal implications. Despite this 
growing application of the technique, the example from Dahan (2020) is the only publication within a 
journal focusing on SLCE. This technique can be implemented in a variety of software including SPSS, 
Stata, R, and SAS. 

Propensity Score Analysis 

Another technique that can yield plausibly causal effects about SLCE is the use of propensity scores to 
simulate a counterfactual that enables researchers to compare outcomes among similar treated and untreated 
units, meeting the ignorable treatment assignment assumption. Conceptually, the propensity to participate 
in service-learning can be estimated by use of estimation techniques such as logistic regression (Hill et al., 
2017). The estimated probability of participation becomes a score that is plausibly independent of the 
characteristics that otherwise confound the selection of different individuals into the treatment (or not) (Guo 
& Fraser, 2014). These scores can be used to match individuals with similar propensity scores or may be 
used as weights in a regression similar to a survey weight that can yield estimates of the difference between 
the treated and untreated units on an outcome of interest (Hernan & Robins, 2020). Propensity score 
techniques have software implementations in SPSS, Stata, R, and SAS. Like the difference-in-differences 
estimator, this technique provides a stronger causal argument for the ATT (vs. ATE), because we must rely 
on our ability to identify the counterfactual via observed variables. 

Recently, the method has been employed to estimate the effects of service-learning participation on 
underrepresented students’ educational success (Song et al., 2017) and sense of belonging (Soria et al., 
2019). In addition, the method was used to explore community-engaged student employment as a treatment 
to examine student retention, graduation, and other indicators of success (Schulzetenberg et al., 2020). The 
research stemming from the FIPSE grant at University of Minnesota produced several other examples of 
propensity score methods. This technique has at least a dozen examples including dissertation studies. An 
expanded discussion of the utility of propensity score analysis for research on community engagement is 
presented in a special volume of Journal of Higher Education Outreach and Engagement (Maruyama et 
al., 2023). 

In these papers, the technique was to match participants and nonparticipants on propensity scores based 
on set of covariates (often just their demographic information and some precollege variables). By matching 
on the propensity score, otherwise known as selection on the observables, researchers can offer better 
estimates of the ATT than simply controlling for these characteristics in traditional regression because the 
calculated propensity score is theoretically independent of the characteristics and the outcome, blocking the 
potential for confounding and leading to a defensible ignorable treatment assignment mechanism 
(Cunningham, 2021). 

In particular, the Schulzetenberg et al. (2020) paper has potential implications for high-quality design. 
In this paper, the authors seek to examine the effect of community-engaged employment opportunities on 
students from marginalized backgrounds. They condition participation in the activities on a number of 
characteristics known to contribute to better college outcomes, all of which are observed before students 
participated (or not) in the employment opportunity during their first year in college. By delimiting the 
research to only the first-year participants and identifying a sample of students with similar precollege and 
demographic characteristics with similar propensity scores, the results are particularly compelling. 
However, the design and conduct of the research were intentional because the researchers partnered with 
the agency offering the employment opportunity and with the college’s institutional research office to 
access deidentified student records that were on the shelf to conduct this research. 
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Modeling selection based on the outcome is acceptable to yield a defensible counterfactual, but 
modeling selection on theoretical treatment selection mechanisms may be better (Guo & Fraser, 2014), but 
they must be observed before the treatment; otherwise, they produce the same problem that are attempting 
to solve. The assumption of the propensity score approach is that the selection mechanism is as good as 
random, conditional on the covariates that model the propensity score. The stronger the relationship 
between the covariate and the propensity to participate, the better that variable will do to accurately and 
efficiently provide a propensity score. 

Other Techniques for Causal Inference 

Two other methods are worth reviewing to encourage their use in research on SLCE: instrumental variables 
estimation and the synthetic control method. I review each below. 

Instrumental Variables Estimation. In the instrumental variables method, a treatment variable 
features some left-out variable bias in its relationship with an outcome (such as selection bias or 
confounding). However, this treatment is related to another variable that is independent of that bias; this 
variable is called an instrument (Angrist & Krueger, 2001). The relationship between that instrument and 
the desired outcome variable occurs only through the treatment of interest. Conceptually, the instrument 
causes some of the variation in the treatment of interest and the relationship between the outcome and the 
part of the variation of the treatment caused by the instrument helps us yield the causal effect of the 
treatment on the outcome. However, this causal effect is local to the group that is affected by the instrument; 
therefore, it is called a local average treatment effect (LATE) (Angrist et al., 1996). This technique can be 
implemented in a wide variety of software including SPSS, Stata, R, and SAS. 

In an example of this technique, Mo et al. (2022) employ the selection score for Teach for America 
(TFA) to estimate how participation in that national service program affects voter turnout among 
participants that narrowly achieve selection into the program and those that narrowly missed the selection 
score criteria set by the program. The selection score at the cutoff determines whether a person is invited to 
participate in TFA. The selection score itself is not independent of the outcome of interest, but close to the 
cutoff, the individuals are approximately equal in expectation, except that some are invited to participate in 
a prestigious national service program and others are not. Not everyone, that is invited, chooses to 
participate; therefore, the jump in participation is not sharp from zero participation to full participation, but 
the invitation to participate does increase that groups’ probability of participation in the program, while 
those just below the cutoff are much less likely to participate. 

This technique is also called a “fuzzy” regression discontinuity. However, fuzzy discontinuities can 
be valid instrumental variables (Angrist & Pischke, 2008). In these cases, the analysis yields a kind of 
LATE called the complier’s average causal effect (CACE) for the group of individuals induced by the 
invitation to participate in TFA by narrowly meeting the selection criteria set by the program compared 
against a group identified as compilers, who did not seek participation when not admitted based on their 
score. 

This design can be employed in a variety of settings in which there is administrative control over 
programs or activities that may enable valid comparisons across fuzzy discontinuities. For example, 
universities that offer scholarship programs for intensive community service, such as Bonner Scholar and 
Leader programs, could rigorously evaluate the programs by comparing the participants to other students 
who applied but were not admitted to the program if those decisions were made either via a selection score 
or chosen randomly via a lottery in cases where many students are competing for too few opportunities. 
The technique could have also been implemented in the analysis of the Moely and Illustre (2011) study of 
student attitudes to the implementation of the public service requirements at Tulane University, whereby 
the cohort year of the student would be the instrumental variable. 

Synthetic Control Method. Another technique that shows substantial promise for use in SLCE 
research is the synthetic control group method. This technique is particularly promising because it enables 
the estimation of plausibly causal effects for single case studies in which the outcome can be observed both 
before and after the implementation of an intervention. Rather than comparing the outcome in the treated 
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unit against a set of untreated units directly, a set of similar untreated units are identified that can serve as 
“donor units” to create a synthetic counterfactual of the treated unit (Cunningham, 2021). The technique 
reweights the observed outcome trend across the donors to mimic the outcome pattern in the treated unit 
before the intervention as closely as possible, based on a variety of observed covariates (including the 
pretreatment outcome trend). Using the same donors with the same weights applied, the outcome pattern is 
plotted in the period of time after the intervention begins in the treated unit. The plots of the outcome pattern 
in the treated unit and the synthetic counterfactual unit are compared, and we attribute the difference in the 
trends as being caused by the intervention. This technique has software implementations in both Stata and 
R. 

One of the only applied examples of this technique to SLCE research is Pearl et al. (2013) exploration 
of the Carnegie Community Engagement Classification on public service spending at land grant 
institutions, presented at the 2013 Engaged Scholarship Consortium conference. This study used the 
characteristics such enrollments, expenditures, FTE faculty, and other covariates to form synthetic 
versions of the five institutions that received the elective classification in 2006 against the set of land 
grant institutions that had not received the classification by 2010. The results were inconclusive regarding 
the impact of the classification on public service spending, but the approach was implemented with 
fidelity. 

Because of the hyperlocal nature of engagement activities (Dostilio et al., 2019), identifying potential 
donor units that do not receive an SLCE intervention is possible by creatively identifying a unit of analysis 
such as a school district, census tract, or other small area that shares characteristics with other communities 
but would not be engaged by SLCE activities given their proximity to an engaged university. Fortunately, 
data for units like school districts and census tracts are publicly available, and there are thousands of 
potential donors to form the synthetic control. Furthermore, as more institutions collect data using tools like 
the Collaboratory and GivePulse, it may be possible to identify interventions that may be valid to examine 
using a data-intensive technique like synthetic counterfactual. 

A Path Forward for Causal Research in Service-Learning and Community 
Engagement 

This paper attempts to summarize the variety of approaches to causal inference in research and argues for 
better design of research on community engagement that yield causal interpretations from research results. 
The heart of the credibility revolution in econometrics was improvements in research design (Angrist & 
Pischke, 2010). As demonstrated by the emerging evidence of causal inference strategies applied to SLCE, 
there are designs that can accommodate the difficulties of managing randomization to treatment and many 
of these designs would be novel contributions in the SLCE field. Several recommendations stem from this 
review. 

First, researchers must advance stronger arguments for the validity of their findings when applying 
causal inference strategies. For example, the use of matching and other propensity score techniques offers 
researchers the opportunity to develop the counterfactual outcome of the treated group. However, even 
among the small group of exemplars included in this review, the authors were cautious to argue their 
findings as causal, despite demonstrating strong evidence that their counterfactuals were internally valid 
comparisons to the treated units. A healthy dose of skepticism is reasonable when making generalization 
claims about observational data, but when defensible, a causal argument should be advanced. One 
recommendation for future work applying these methods is to craft stronger arguments around the claims: 
while the results may not generalize beyond the settings because of the methods, the relative size of the 
results from the works suggests a plausible causal effect of community engagement. 

Second, researchers must consider the mechanisms that produce the causal effects. The core argument 
of this paper is designed for causal analysis, but articulating the theoretical mechanism that produces the 
effect is essential for internally valid research. The papers reviewed here provide some guidance for future 
researchers but more emphasis on the theoretical mechanisms that produce the causal effects is necessary 
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(Bringle, 2003; Hatcher et al., 2019). As researchers continue to explore the effects of community 
engagement, articulation of defensible theoretical mechanisms is necessary. 

Researchers interested in causal effects must acknowledge that many techniques for causal inference 
strategies require substantially larger samples than are typically reported in service-learning research. 
Among the more popularly cited meta-analyses of service-learning research, the average sample size of the 
included studies was fewer than 140 observations (Burch et al., 2019; Yorio & Ye, 2012) or 200 
observations (Celio et al., 2011). The techniques used in the meta-analysis are useful for identifying the 
overall effect size across many different studies but cannot account for the overestimation of the effect that 
may occur with uncontrolled selection or other omitted variable bias. However, the idea of collecting many 
similar measures to identify the effect of an intervention like SLCE may be valuable, especially if a similar 
approach is implemented and multiple sites collaborate on the research design to yield defensible causal 
results. Similarly, there remains a need for replication of findings across service-learning research (Adams 
et al., 2005; Dahan, 2016). 

Researchers should consider intentionally collaborating with practitioners to conduct causal studies. 
SLCE practices are both time and resource intensive, and in hypercompetitive higher education markets, 
evidence of impact is necessary to justify these investments; as stakeholders in the activities, practitioners 
need rigorous evidence in support of their work. Practitioners interested in conducting causal research bring 
many potential advantages for high-quality research design (Clayton et al., 2019). In particular, deep 
understanding of the mechanisms that may ultimately be useful as instrumental variables or part of the 
selection on the observables equation to inform how participants in SLCE are sorting into these 
opportunities. This insider knowledge can be invaluable but may be overlooked without collaboration 
between practitioners and researchers (Green, 2023). In addition, this insider knowledge lends itself to 
better measurement of the covariates that may be driving selection, which again improves the 
implementation of methods like propensity score techniques. 

Researchers and practitioners interested in learning more about these methods can access resources 
related to their implementation via books such as Scott Cunningham’s (2021) Causal Inference: The 
Mixtape, and the book’s website features software code in Stata and R related to each technique that 
replicates well-regarded studies in econometrics. In addition, the reference manuals for software like Stata 
are also useful resources, particularly for the “treatment effects” (propensity score) and “difference-in-
differences” implementations (StataCorp, 2021). The software R remains a free, open-source application, 
with strong documentation and a vast user community. While other software like SPSS and SAS offers 
users opportunities to implement many designs discussed above, the author is less familiar with these 
platforms and cannot make good recommendations for their use. 

Finally, the SLCE field would benefit from investment in training and development opportunities in 
causal inference strategies. These investments could take the form of preconference workshops and/or 
webinars focused on research design and analysis of quantitative data. In addition, as IARSLCE continues 
to flourish, the formation of special interest groups for research design could emerge as a space for like-
minded researchers to collaborate and encourage causal inference techniques to be implemented. 
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Appendix 

Glossary of Terms 
Term Definition 
Average 
Treatment Effect 

The treatment effect of interest in true experimental designs, the average treatment effect is 
the average difference in outcomes for the treated vs the untreated. This result implies high 
levels of external validity (e.g., generalizability). See also Validity. 

Average 
Treatment Effect 
on the Treated 

The treatment effect of interest in most observational designs, the average treatment effect 
on the treated is the difference between the treated group and its counterfactual (which are 
unobserved but estimated by comparing treated outcomes to the outcomes for the untreated 
group). This treatment effect is justifiable under the assumptions of the potential outcomes 
model but is limited in its generalizability beyond specific settings. See Counterfactual, 
Ignorable Treatment Assignment, Exclusion of Potential Outcomes, and Monotonicity. 

Complier’s 
Average Causal 
Effect 

Also called a local average treatment effect, the treatment effect of interest in the fuzzy 
regression discontinuity design and other instrumental variables estimation. The complier 
subpopulation is defined as the group of individuals who would participate in the treatment 
when assigned to the treatment and remain untreated when assigned to the control group. 
The effect is defined as the observed difference in outcomes of the treated group and 
untreated group divided by the differences in the proportion in the treated group assigned to 
the treatment and the proportion assigned to the control receiving treatment. For outcome y, 
treatment w, and assignment z, where 𝑦ത is the average outcome and 𝑤ഥ  is the proportion 
receiving treatment: (௬തೢసభ,సభି ௬ഥ ೢసబ,సబ)

(௪ഥసభି ௪ഥసబ)
 

Counterfactual A counterfactual can be understood as an alternative state of the factual world. If an action 
is taken in the factual world, the counterfactual world is one where the action did not take 
place. Because we cannot observe both the factual world and the counterfactual world, we 
must approximate the counterfactual world in order to understand the unobserved potential 
outcome of that world. In this respect, the counterfactual is our attempt to create an 
internally valid comparison of the outcome that may have happened to compare to the 
observed outcome of the units that received a treatment. When we can assume that the 
comparison is based on an ignorable treatment assignment, has potential treated outcomes 
exclusive to the treated group, and monotonicity in treatment, we have the criteria for to 
interpret the untreated units as the counterfactual to the treated units, enabling us to estimate 
the average treatment effect on the treated. See also validity, ignorable treatment 
assignment, exclusion of potential outcomes, monotonicity, potential outcomes. 

Covariate Any observed or unobserved variable that has covariance with the outcome variable. In 
selection on the observables, covariates are used to model the selection process into 
treatments. In the selection on the unobservables, covariates model the selection into 
unobserved outcomes.  

Difference in 
Differences 

Any design that features a comparison of two differences, especially in cases where the first 
difference is time and the second difference is a change that is exogenous to the outcome 
(i.e., the treatment). The ignorable treatment assignment assumption takes the form of an 
assumption of “parallel trends” in the outcomes of treated and untreated units before the 
treatment is applied. See also parallel trends. 

Endogeneity The condition of dependence between the residual error and the values of the treatment and 
outcome. Endogeneity can take the form of reverse causality (wherein the dependent 
variable causing the treatment) or simultaneity (wherein the unobserved variables 
simultaneously causing the treatment and the outcome). See also Exogeneity, Regression. 

Exclusion of 
Potential 
Outcomes 

The assumption that potential outcomes of any treatment are exclusive to the treated group 
means that no treated unit influences the potential outcome of the untreated or vice versa. 
This assumption also means that all treatment effects are represented in the potential 
outcomes framework and there are no unrepresented versions of the treatment. This 
assumption is also referred to as the Stable Unit Treatment Value Assumption (SUTVA). 
This is a fundamental assumption of causal inference. In the case of instrumental variables 
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estimation, the instrumental variable cannot otherwise affect the outcome except through the 
treatment (because it cannot itself be a version of the treatment). See also: Instrumental 
Variables Estimation, Propensity Score, Monotonicity, Ignorable Treatment Assignment, 
Potential Outcomes Framework. 

Exogeneity The condition of independence between the treatment and outcome and the residual error. 
This condition is satisfied in experimental settings by random assignment to conditions. In 
instances of natural experiments, exogeneity of the treatment assignment must be 
demonstrated by a discontinuity outside of the control of the participants and the 
researchers. In other non-experimental settings, the condition of exogeneity may be 
achieved through selection on the observables, selection on the unobservables, regression 
discontinuities, or the use of instrumental variables. 

Fixed Effects 
Transformation 

The fixed effects transformation is used for linear regression models with clustering of units 
(such as across time or other clusters like twin pairs) in which the variation within the 
cluster (e.g. difference in treatment status across time) is retained and all information 
between clusters is averaged out of the equation because it does not vary over time or 
otherwise within the cluster. When coupled with a natural experiment, the fixed effect 
regression removes all omitted variable bias of the observed and unobserved variables 
across time, leaving only the observable changes in the outcome, the treatment, and time. 
See also Difference in Differences, Omitted Variable Bias, Exogeneity, Natural Experiment. 

Forcing Variable In regression discontinuity designs, a forcing variable features a discontinuity in the 
assignment to treatment. For example, a scholarship program uses a cutoff selection score in 
making offers. If the selection score completely determines who receives and who does not 
receive the scholarship, the regression discontinuity is said to be sharp. If the selection score 
is substantially informative about who receives and does not receive scholarships (but not 
perfect), the regression discontinuity is said to be fuzzy. However, based on the value of the 
forcing variable, individuals on both sides of the discontinuity are approximately equal in 
expectation under the ignorable treatment assignment assumption. See also Ignorable 
Treatment Assignment, complier’s average causal effect. 

Fuzzy Regression 
Discontinuity 
Design 

This design features many of the same design features as the sharp regression discontinuity 
design but treats the cutoff value in the forcing variable as an instrumental variable to 
estimate the complier’s average causal effect. See also Sharp Regression Discontinuity 
Design, complier’s average causal effect 

Ignorable 
Treatment 
Assignment 

Treatment assignment is ignorable when, conditional on covariates, potential outcomes for 
treatment (W = 1) are independent of potential outcomes for untreated (W = 0). The 
assumption is credible when the observable characteristics of the treated and untreated 
samples are balanced and equal, suggesting the potential outcomes are balanced and equal 
in expectation. Through propensity score methods, this is achieved when the propensity 
score is used to balance the samples. This is a fundamental assumption of the potential 
outcomes framework. See also Propensity Score, Selection on the Observables, Covariate, 
Forcing Variable, Regression Discontinuity Design. 

Instrumental 
Variables 
Estimation 

An instrument is a variable that (1) is related to a treatment that is endogenous to an 
outcome, (2) is itself exogenous to that outcome (i.e. ignorable treatment assignment), and 
(3) only causes variation between the outcome and itself through the endogenous treatment 
(exclusive potential treated outcomes and monotonicity). For example, the distance a person 
lives from the nearest college has been used multiple times as an instrumental variable to 
demonstrate the effect of additional education on a variety of outcomes because the distance 
to the nearest college is “as good as random” relative to people’s place of residence, but this 
distance may influence the decision to pursue a college education because the cost to attend 
is lower for a person that lives nearby a college. The only way that distance would affect 
outcomes that are thought to be influenced by educational attainment is through the 
increases in attainment attributable to the proximity of the college, which satisfies the 
exclusive treatment assumption (n.b. for a full example of distance to college as an 
instrumental variable, see Dee, Are there civic returns to education? (2004)). In cases where 
there are fuzzy discontinuities in the treatment status by individuals based on the value of 
some forcing variable, the location of the discontinuity is a valid instrumental variable to 
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identify the local average treatment effect. See complier’s average causal effect, Fuzzy 
Regression Discontinuity Design, Monotonicity, Exclusion of Potential Outcomes. 

Intent to Treat 
Effect 

A conservative estimate of the treatment effect in settings where there is imperfect 
compliance, the intent to treat ignores the actual treatment participation and compares the 
intended treatment assignment. This effect is valid under random assignment because all 
participants have equal expectation regardless of their actual participation status, but in non-
experimental settings (like fuzzy regression discontinuities) this effect is confounded by the 
uncontrolled selection, but the complier’s average causal effect recovers the treatment effect 
among the subpopulation of compilers. See also Random Assignment, Fuzzy Regression 
Discontinuity, complier’s average causal effect. 

Monotonicity Assignment to treatment W is conditional on the value of an assignment variable Z such that 
𝑊(𝑍) = 𝑊(1) ≥ 𝑊(0). In a compliance framework, this assumption means there are no 
“defiers” who would refuse treatment when assigned to the treatment group but receive 
treatment when assigned to the control group. The assumption that this group does not exist 
is a fundamental assumption for causal inference. See also: instrumental variables 
estimation, complier’s average causal effect. 

Natural 
Experiment 

Any design that leverages natural discontinuities in treatment status that are outside of the 
control of the units affected by the treatment. Commonly, policy changes due to federalism 
offer plausible mechanisms to compare the treatment effects of policy implementations, but 
natural disasters can also serve as valid discontinuities that can be used to estimate treatment 
effects. See also difference in differences, exogeneity. 

Omitted Variable 
Bias 

The omitted variable bias can be understood to be the result of a missing value problem. In 
any study, the observed potential outcome for untreated units is only the untreated potential 
outcome, while the treated potential outcome is observed for the treated units. However, 
when the units’ selection into treatments is uncontrolled, we cannot understand the potential 
treated outcome among the untreated units because their outcome is confounded by their 
selection into the treatment. In the absence of some characteristic that informs the selection 
into treatments, the observational difference for each unit contains both the observed and 
corresponding unobserved value for a treated and untreated potential outcome. The 
direction of the omitted variable’s bias (in the form of the extra potential outcomes) is 
unknown. Formally, omitted variable bias can be seen in the following equation for 
uncontrolled selection into treatment W for units i, and outcome Y: 

𝑌 = ൜
𝑌ଵ𝑖𝑓 𝑊 = 1
𝑌  𝑖𝑓 𝑊 = 0 

𝑌 + (𝑌ଵ − 𝑌)𝑊୳୬ୡ୭୬୲୰୭୪୪ୣୢ 

= 𝐸[𝑌|𝑊୳୬ୡ୭୬୲୰୭୪୪ୣୢ = 1] − 𝐸[𝑌|𝑊୳୬ୡ୭୬୲୰୭୪୪ୣୢ = 0] 

= observed(𝐸[𝑌ଵ|𝑊 = 1] − 𝐸[𝑌|𝑊 = 0]) + unobserved(𝐸[𝑌|𝑊 = 1]

− 𝐸[𝑌ଵ|𝑊 = 0]) 

Parallel Trends An alternative form of the ignorable treatment assignment assumption applied to difference-
in-differences analysis in which the values of outcome of the treated and untreated groups 
may be unequal, but their trend over time is roughly equal. The assumption of parallel 
trends enables the change in treatment status from untreated to treated causes the change in 
the outcome trend for the treated group, while the outcome trend in the untreated group is 
interpreted as the likely counterfactual trend for the treated units in the absence of the 
treatment. See also Counterfactual, Difference in Differences, Ignorable Treatment 
Assignment. 

Potential 
outcomes 

The potential outcomes framework uses a counterfactual logic to understand the treatment 
effect of an intervention W on an outcome Y. At its core, the logic relies on three 
assumptions about the counterfactual that enable the comparison of any treated and 
untreated units for causal inference: ignorable treatment assignment, exclusion of potential 
outcomes, and monotonicity. The potential outcomes framework uses the following 
equation to estimate the outcome and this is further decomposed into an average treatment 
effect: 
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𝑌 = ൜
𝑌ଵ𝑖𝑓 𝑊 = 1
𝑌  𝑖𝑓 𝑊 = 0 

= 𝑌 + (𝑌ଵ − 𝑌)𝑊 

= 𝐸[𝑌|𝑊 = 1] − 𝐸[𝑌|𝑊 = 0] 

See also: Ignorable Treatment Assignment, Exclusion of Potential Outcomes, Monotonicity. 
Propensity Score The calculated probability of treatment assignment generated from observed covariates 

measured before a treatment is applied or otherwise exogenous covariates. Under the 
ignorable treatment assignment assumption, the propensity score is conditionally 
independent of the covariates that are used to calculate it and is conditionally independent of 
the observed treatment status of any unit. With this score, various propensity score methods 
can be implemented such as optimal matching techniques or inverse probability of treatment 
weighting techniques. See also ignorable treatment assignment, covariate, selection on the 
observables. 

Quasi-Experiment Any non-experimental design that non-randomly assigns units to treatment and control. See 
also difference in differences, regression discontinuity design, natural experiment, and 
propensity score. 

Random 
Assignment 

Assignment to treatment W is randomly determined, often with equal probability of 
treatment and control. When randomly assigned to treatment and control, all units have 
equal expectation in their outcome means, so any differences in the means is attributable to 
the treatment effect. See Average Treatment Effect 

Regression A set of statistical techniques that model the covariances between multiple predictor 
variables (called covariates) and one or more outcomes of interest. In linear regression, a 
continuous outcome is predicted with a line based on the observed values of the covariates, 
with differences from the predicted line being called residual error. The technique called 
ordinary least squares most efficiently minimizes the residual error for linear regression, but 
may extrapolate the outcome beyond the scope of the data and also assumes that the 
observed covariates are independent of the residual error. Any unobserved variable is 
captured in the residual error and their relationship with the outcome or the covariates may 
influence the coefficients for the covariates, leading to omitted variable bias. Other 
regressions include logistic regression for binary and “multinomial” outcomes, poisson 
regression for count outcomes, and Cox regressions for time to event outcomes. See also 
Endogeneity, Fixed Effects Transformation, Omitted Variable Bias. 

Regression 
Discontinuity 
Design 

This design features a discontinuity in treatment assignment related to a forcing variable. 
The discontinuity either completely or partially determines treatment status but is otherwise 
exogenous to the outcome of interest and other covariates. The difference in the outcome by 
treatment status is valid near to the discontinuity, yielding a local average treatment effect.  

Selection on the 
Observables 

In response to the omitted variable bias problem, observable characteristics inform the 
selection into treated and untreated conditions. Using the propensity to select into treatment 
by conditioning on the observable characteristics, we block the additional confounding of 
the unobserved potential outcome to the equation and achieve a defensible assumption of 
ignorable treatment assignment. See also Omitted Variable Bias, Selection on the 
Unobservables, Potential Outcomes, Ignorable Treatment Assignment. 

Sharp Regression 
Discontinuity 
Design 

This design features a sharp discontinuity in treatment assignment at a cutoff value of a 
forcing variable, such that the treatment status jumps from 0 to 1 across the cutoff for all 
units. While the effect is a complier’s average causal effect, there are no units that did not 
comply with their treatment assignment, so no adjustments are made and the applicability of 
a finding is not limited to a subset of the observed population, but to all observed units.  

Synthetic control Method for estimating the untreated potential outcome of a single aggregate unit by creating 
a “synthetic” control unit that mimics the observable characteristics of the treated unit 
during the pre-treatment period. The synthetic unit is a composite of weighted values of 
“donor units”, similar to those calculated and applied in a propensity score weighting 
method. When compared in the post-treatment period, the average difference in the outcome 
trends for the treated unit and its synthetic control unit is understood to be the causal effect 
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of the treatment in the treated unit. See also Counterfactual, Difference in Differences, 
Propensity Score. 

Validity Donald Campbell classified four types of validity: statistical conclusion validity as 
inferences about the covariation between a treatment and outcome; construct validity as the 
operationalization of constructs intended to represent theoretical relationships; internal 
validity as the ability to attribute the relationship between treatment and outcome as causal; 
and external validity as the ability to hold the conclusion of the cause-effect relationship as 
generalizable beyond the units, settings, treatments, and outcomes observed (Shadish, 
2010). While each kind of validity is valuable to research, much of the discussion contained 
within this article regarding validity concerns internal validity. 
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